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Abstract—Underground forums provide useful insights into cybercrime, where researchers analyse underlying economies, key actors, their discussions and interactions, as well as different types of cybercrime. This interdisciplinary topic of study incorporates expertise from diverse areas, including computer science, criminology, economics, psychology, and other social sciences. Historically, there were significant challenges around access to data, but there are now research datasets of millions of messages scraped from underground forums. The problems now stem from the size of these datasets and the technical nature of methods and tools available for data sampling and analysis at scale, which make data exploration difficult for non-technical users. POSTCOG has been developed to solve this problem. We first provide a survey of prior work into underground forums; this was used to understand the requirements and functionalities valued by researchers, and to inform the design of a data exploration tool. We then describe POSTCOG, a web application developed to support users from both technical and non-technical backgrounds in forum analyses, such as search, information extraction and cross-forum comparison. The prototype's usability is then evaluated through two user studies with expert users of the CRIMEBB dataset. POSTCOG is made available for academic research upon signing an agreement with the Cambridge Cybercrime Centre.

I. INTRODUCTION

Underground forums play a central role in cybercrime and related online communities. They provide a platform for people engaging in illicit activities to find and interact with each other, to share ideas and mutual interests or know-how. For example, members of HACK FORUMS, one of the largest English language underground communities, have shared more than 61 million posts since 2007. While a number of HACK FORUMS members have been prosecuted for cybercrime offences [49], one notable forum member, Michael Hutchins, helped stop the spread of WannaCry ransomware in 2017 [34].

As cybercrime is a complex phenomenon, research benefits from an interdisciplinary approach, incorporating methods and theoretical perspectives from criminology, sociology, economics and other social sciences, as well as computer science. Both quantitative and qualitative approaches provide insights at the macro level (across forums, across time) and the micro level (exploring a topic in detail). By combining these methods, we can explore topics such as the pathways of key actors [49], the evolution of cybercrime markets [70], and cybercrime activities relating to the Internet of Things [5].

However, due to the sheer scale of these forums, manual analysis techniques are inadequate. Identifying and extracting relevant data for a specific study can be a huge challenge, particularly for interdisciplinary researchers who are not accustomed to working with large datasets. They urgently need better tools for extracting data of interest at scale, where machine learning (ML), specifically natural language processing (NLP) techniques, are promising approaches [10], [26], [53].

Another problem for underground forum research is the difficulty in obtaining authentic data. To solve this problem and enable large scale longitudinal analysis of underground forums, the Cambridge Cybercrime Centre\(^1\) has been collecting and sharing undergroun forum datasets (and various other cybercrime and extremism collections) with the research community. The CRIMEBB dataset currently contains data from 34 underground forums in five languages (English, Russian, German, Arabic, and Spanish) [50].

This resource is particularly useful for social science researchers, who might be deterred from collecting their own data by the technical difficulties of web scraping. At the time of writing, CRIMEBB is 121 GB, representing over 99 million posts, and the database continues to grow. However, even with access to the data, nontrivial computational tasks of information retrieval and extraction must be carried out in order to work with targeted subsets of the database. Working with big data presents significant resource challenges from storage and access through the execution of search queries, and these remain a barrier to many researchers.

To this end, we have developed a web application, named POSTCOG, to reduce the barriers and enable underground forum analysis by scholars from a variety of academic disciplines. POSTCOG achieves this goal by (1) providing a web interface for exploring underground forum data and by (2) integrating NLP tools to allow the automated analysis of posts. While many text analysis tools are available, applying them to underground forums requires further customisation due to the language used by members; slang, technical jargon, and abbreviations are commonplace, as well as deliberate obfuscation (e.g. leetspeak). Thus, custom NLP tools built for classifying posts into different types (e.g., [10]) are particularly useful for users who wish to gain insights into these forums.

This paper presents POSTCOG and demonstrates how it supports users in their data exploration and analysis. We start with a literature review of prior work on underground forums to identify researchers’ needs in §II, then briefly introduce our CRIMEBB dataset and draw an overview of the data analysis workflow for underground forums in §III. We describe POSTCOG – a toolkit for interdisciplinary analyses of underground forums in §IV, before presenting an evaluation

\(^1\) Cambridge Cybercrime Centre: https://www.cambridgecybercrime.uk/
of the tool’s prototypes with experienced researchers who are actively using the CrimeBB dataset in §V.

II. UNDERGROUND FORUM ANALYSIS AND DATA

Performing data analysis on an underground forum dataset presents a number of challenges to the uninitiated. The existing analysis tools usually involve a steep learning curve [51]. Researchers from non-technical backgrounds may thus be deterred from carrying out the analysis themselves, or may fall back on manual analysis techniques. This limits them to very small subsets, and raises serious questions around sample selection. To understand the landscape and data analysis process in underground forum research, and to highlight areas where researchers from non-technical backgrounds face real barriers, we conducted a brief survey of the field. We include all papers which name the forums captured in the CrimeBB database that we used to develop PostCog.

The survey began by searching for an initial set of research papers using the keywords ‘underground forum analysis’ and ‘dark web forum analysis’, with irrelevant results excluded. General analysis work centred around forums such as Twitter and Reddit was discarded, and as was dark-web forum analysis focusing on radicalisation and terrorism. This left us with 64 papers, from which we conducted backward and forward snowballing. We finally pre-selected papers to include only those relating to forums in the CrimeBB dataset. Some researchers chose not to name the forums analysed in their papers, which meant they are excluded. Our survey is based on a final selection of 60 papers, and aims to explore five main aspects: areas of focus; data sources and volume; data extraction; methods used; and tools and programming languages.

A. Areas of focus

Researchers are interested in various problems related to underground forums. Some are interested in characteristics of individuals, groups, subcommunities or the entire community; others analyse the contents of posts to understand specific phenomena and forum activities. Here we give a brief description of the main topics.

1) Identifying key actors: Identifying and characterising important forum users provides useful insights into the communities in which they operate. Their post contents and activity patterns help us understand the evolution of cyber attacks, the tactics, tools and procedures in use, the incentives facing various actors, and how new actors are recruited and developed. This can support intervention and prevention campaigns [49]. Unsurprisingly, there is considerable interest [49], [27], [76], [77], [25], [31] in key actors and this is a core theme of underground forum analysis.

2) Analysing underground economies: Underground forums are not only a platform to exchange ideas and information, but also serve as marketplaces for trading. Investigating their transactions and related discussions can help us understand how these communities operate. Papers in this category focus on analysing markets [70], [53], [64], supply chains [7], currency exchanges and the underground economy generally including the mix of products being sold [35], [17], [18].

3) Analysing and identifying different types of cybercrime: Underground forums are used to discuss, promote, and market different types of criminal services. Forum members trade booter services [29], malware, accounts [19], kits for eWhoring [30], and other fraudulent activities [62]. Understanding these is a central problem for underground forum analysis.

4) Analysing social networks on forums: Analysing communities within underground forums helps us understand how these communities operate and how members are connected to each other. By modelling these communities as networks we can study them using network topology or other large-scale structural properties, which provide insights into information flow and interaction patterns. There is now a wide range of methods in the toolbox of network science and social network analysis (SNA) [32], [22], [1], [44].

5) Analysing forum discussions: A significant number of the studied papers analyse underground forum discussions, which are centred around the following problems:

- Analysis of topics of discussion helps with such tasks as identifying cybercrime-suspect threads [75] and gaining insight into specific attacks [74], [5]. A growing body of work detects trending terms, identifying the topics being discussed on forums, in specific bulletin boards, in public posts or in private messages [26].
- Analysis of language can help us to identify cybersecurity related words or posts for threat intelligence [14], to extract neologisms [37], to carry out authorship attribution and duplicate account detection [2], or to identify dark jargon [59], [73], [60].
- Exploring of the perception of gender, given the role played by misogyny in some crime types and criminal subcultures [4].
- Automatic classification of discussions based on post type and sentiment [10], or for cyber threat intelligence [72].
- Analysis of source code shared on forums [3].

6) Exploring private messages: Private messages are studied less than public posts. The challenge is access to data, with researchers typically using leaked or seized datasets. Such analysis requires careful ethical consideration, given that the authors of private messages did not intend them to be publicly available [47], [63].

B. Data sources and volume

Datasets have been obtained by researchers in a number of ways. Some collect data themselves [75], [77], [25], for example by scraping underground forums. Others request data from other sources, or work with publicly available datasets, such as databases that have been breached and publicly leaked.
Table I: Scope of analysis and methods of research papers included in our survey.

<table>
<thead>
<tr>
<th>Research Papers</th>
<th>Extent of Sample</th>
<th>Data Sources</th>
<th>Method of Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Multiplicity*:</td>
<td>Leaked</td>
<td>Analytical</td>
</tr>
<tr>
<td></td>
<td>Completeness*:</td>
<td>Scrapped</td>
<td>SNA Modelling</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Qual</td>
</tr>
<tr>
<td>[14], [13]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[10], [26], [75]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[30]</td>
<td>⋄</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[70], [27]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[4]</td>
<td>⋄</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[40]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[31]</td>
<td>⋄</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[18], [32], [63]</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[62]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[77], [35]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[49], [46]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[19]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[76], [7], [17], [37], [59], [73], [60], [72], [3], [55], [12], [45], [57]</td>
<td>⋄</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>[47]</td>
<td>⋄</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[25]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[5], [43], [21]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[53], [74]</td>
<td>⋄</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[2]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[15], [24]</td>
<td>⋄</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[52], [41]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[1]</td>
<td>⋄</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[22]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>[44]</td>
<td>⋄</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[65], [54], [58]</td>
<td>⋄</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[48]</td>
<td>⋄</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>


For instance, the NULLED forum database leak is widely used [14], [47], [13], [31].

Another important aspect of working with datasets is the format in which they are available. This determines how steep the learning curve is for researchers from non-technical backgrounds. We found that datasets are mostly made available in a database or SQL dump format [49], [30], [10], [1], [44], [2], which can be used to restore original databases. Depending on the tasks, researchers extract and analyse varying amounts of data, and scraped data can also vary in size. Volume can be expressed in terms of the number of posts, threads and users. The largest number of posts in this analysis is in excess of 32 million posts [15], while the smallest is 840 posts [43].

C. Data extraction

In the sampling and extraction step, raw data is exported from the original data source, preserving it for further analysis. Depending on the research questions and units of analysis, extracted data may include posts, threads, or forum users. Researchers may use the entire dataset, containing all the activity from one or more forums, a random sample, or only extract specific data relevant to a topic of interest. These data items can take the form of an entire post or specific information, such as currencies, or terms of interest. Some researchers work with the full dataset, but this is rare due to the volume of data.

1) Keyword-based thread extraction: Researchers might be interested not only in individual posts but their context. In such cases they extract full threads based on keywords in thread titles or post contents. Appropriate keywords are usually identified by domain experts. Examples of such an approach include the extraction of eWhoring tutorials from thread titles using the keywords ‘[TUT]’ and ‘guide’ [30], or identifying the types of items available on forums by extracting thread titles with the markers ‘[B]’ for items being traded or ‘[S]’ for sought after items [44].

2) Keyword-based post extraction: In other cases, post contents are sufficient for the researcher’s purpose and they will extract posts of interest based on specific keywords. For instance, this is the case in work aimed at understanding hackers’ interests and skills in the Internet of Things, based on an analysis of Shodan related posts [5].

3) Extracting a random sample of posts: For other types of analysis a random sample is satisfactory, mostly with the aim of constraining the original vast dataset to a smaller set of samples. This is particularly useful for cases where manual annotation is applied, for example prior to training an ML model. Annotation is a slow and expensive process, especially
if multiple annotators are used, so in such cases it may be helpful to reduce the dataset to the smallest usable size, for example using random stratified sampling [62].

4) Extracting posts or threads based on metadata: Instead of a random set of samples or posts selected based on specific keywords, some research requires the extraction of a sample based on other criteria, such as posts created by specific authors, within a date range, or threads in a specific bulletin board. For example, Caines et al. extracted posts from selected bulletin boards on Hack Forums, such as ‘Beginners Hacking’ and ‘Premium Sellers’, filtering for threads with fewer than 20 posts to prepare a training set for ML [10].

5) Extracting posts based on network properties: In this case posts are extracted to provide information about the activity of the users who created them. For example, an interaction network based on posting activities can help us to analyse individual users as participants in communities [52].

6) Extracting specific information: Other extraction can be analysis-dependent. For example, the approach used for dark jargon discovery required the 10,000 most frequent terms to be extracted from selected dark web forums [60].

D. Methods used

We studied the tools and methods used to analyse underground and other forums. The latter can be broadly grouped into qualitative and quantitative methods. We further characterise the quantitative methods according to whether they take a modelling, analytical, or social-network approach. Table I shows these categories along with if the given paper analyses a single forum or multiple forums, and if takes into account the whole forum or a subset.

1) Qualitative methods: Several qualitative methods have been used to better understand underground forums. Thematic Analysis involves generating themes that describe the analysed posts [5]; it has been used to discover perceptions of gender [4], to contrast types of online money laundering schemes [43], and for analysing topics discussed by members who cross from one forum to another [21], [48]. Crime script analysis involves breaking complex crime types down into a series of steps. It usually takes a qualitative approach, although some steps may be quantified. An example application is to understand the eWhoring business model [30].

2) Modelling approaches: ML can be useful for a variety of automation tasks, particularly data categorisation. The basic workflow involves cleaning and transforming the extracted data to a numerical representation suitable for processing. NLP is used mostly for language analysis tasks, such as classifying posts into pre-defined categories based on linguistic features [10], identifying products [17], discovering topics discussed on forums or by specific users [26], [32], exploring dark jargon [59], [73], and authorship attribution [2].

Supervised classification, which requires a labelled training and test set, has been applied to classify exploits [72], [3], understand and predict private interactions [63], [47], extract cyber threat intelligence [13], [55], [12], [45], [58], [57], identify transactional posts and product types mentioned in them [53], and discover supply chains as a means of investigating the underground economy [35], [7]. Unsupervised methods may be used to explore forums, for example through clustering [65]. Problems that involve social structure, such as identifying illicit products and key players, may be tackled using classifiers based on graph neural networks [18] and embeddings [76]. Such models may experience concept drift, causing the accuracy of classification results to decline over time [54]. Graph-based ML approaches have also been applied to forum datasets, such as Structured Heterogeneous Information Networks. These can model different object and relationship types for classification tasks, such as for modelling underground forum communities to identify key players [77], or the discovery of cybercrime-suspected threads [38].

3) Quantitative analytical methods: Statistical techniques providing valuable insights to underground forums include sequential rule mining to detect trends [40], and group-based trajectory modelling, which groups time-series data to trends over time [27]. These can also be used to examine the signals of trust presented in underground forums and markets [24].

4) Social Network Analysis: Underground forums naturally lend themselves to analysis of the communities that form on them. SNA techniques can be used for community detection [22], [52], [41], to understand the macro properties of social networks [44], [52], understand how governance works on forums [46], and identify key players [49], [25]. Further quantitative methods include quantifying activity: extracting prices from forum posts and analysing currency exchanges [53]; counting technical terms and the length of posts on forums [25]; and measuring and visualising forum datasets [15]. Some researchers use mixed methods, incorporating both quantitative and qualitative analysis. Such methods combine both depth and breadth. Examples include applying thematic analysis and NLP techniques to understand perceptions of gender [4], the provisioning of booter services [29], and tracking the evolution of a cybercrime market [70].

E. Tools and programming languages

We analysed the tools and programming languages reported by researchers for underground forum analysis. Most qualitative analyses use NVivo [30]. ML and NLP tools include NLTK [26], [37], [4], [25], [63], spaCy [26], TreeTagger [2], Stanford CoreNLP [75], [17], [77], LibSVM [75], [38], Stanford NER system [17], Keras [72], scikit-learn, Word2Vec [73], and Doc2Vec [18]. Tools used for SNA included NetworkX, while other data analysis tools and programming languages included SQL [5], [4], [70], [14], Python [72], [4], [26], Excel [4], [5], BeautifulSoup HTML parser [72], [63], and Stata [24]. Most of these tools require specialised skills and many require data to be in a specific format. This shows the need for a tool that automates analysis and data exploration, and allows data to be exported in a variety of standard formats.

III. THE CRIMEBB DATASET

CRIMEBB is a collection of underground forum discussions spanning more than a decade, and a result of the Cambridge
Cybercrime Centre’s efforts aimed at enabling cybercrime research at scale [50]. We have been scraping various surface web and dark web forums active since 2002 and make the data available to the research community through data-sharing agreements. At the time of writing, CRIMEBB contains more than 99 million posts from 34 forums; and cybercrime researchers are taking advantage of the dataset: it has been shared with 168 scholars through 48 agreements from 37 institutions in 16 countries (excluding us).

Forums within CRIMEBB are all structured in a similar manner: they can be split to sub-forums or bulletin boards that are centred around various technical, non technical, specific hacking related subjects, such as ‘Hacking Wireless’, and potentially illicit activities, such as ‘Make black money’, or ‘Remote Administration Tools’. Members can initiate or contribute to threads, which are discussions focusing on a specific subject within the selected bulletin board.

A. Research ethics

We have approval from the Department’s ethics committee for the collection of CRIMEBB and its subsequent sharing with other researchers. The ethics case does not give blanket permission for any and all research on the data. As part of the data sharing agreement, researchers need to ensure that their use of the data does not run counter to local law or the ethics regime at their institution.

B. A workflow of underground forum analysis

To illustrate the problems we aim to solve with PostCOG, we demonstrate a typical analysis workflow. The purpose is to understand how a data exploration and analysis toolkit can make the curated crime forum data more accessible to users from different backgrounds, and facilitate collaboration in interdisciplinary teams. The example research scenario is based on collaborative work in which researchers combined criminology and computer science expertise to understand the ‘eWhoring’ business model [30]. The authors used crime script analysis, extracting 6,519 forum posts written by 2,401 members in 297 threads that provide tutorials relating to the ‘eWhoring’ business model [30]. The authors used crime script analysis, extracting 6,519 forum posts written by 2,401 members in 297 threads that provide tutorials relating to the ‘eWhoring’ business model [30]. The authors used crime script analysis, extracting 6,519 forum posts written by 2,401 members in 297 threads that provide tutorials relating to the ‘eWhoring’ business model [30]. The authors used crime script analysis, extracting 6,519 forum posts written by 2,401 members in 297 threads that provide tutorials relating to the ‘eWhoring’ business model [30]. The authors used crime script analysis, extracting 6,519 forum posts written by 2,401 members in 297 threads that provide tutorials relating to the ‘eWhoring’ business model [30].

In this case study, the researchers extracted threads that contain tutorials from the ‘E-Whoring’ bulletin board in Hack Forums by selecting for the keywords ‘[TUT]’ or ‘guide’ in the thread titles. They then used a ML classifier to filter out threads that were asking questions, rather than providing tutorials. At the end of these steps, the selected posts were ready and the researchers imported them into NVivo for analysis.

IV. PostCOG: A toolkit for the interdisciplinary analysis of underground forums

In an ideal interdisciplinary setting, researchers from different backgrounds with complementary skills could access and explore curated data together. However, not all researchers will have experience with data science tools or access to computer scientist colleagues. There are also various ways of adding value to forum data, by indexing it for searching, or by integrating NLP classifiers to automatically categorise text, which help researchers filter and extract data in different ways. We developed PostCOG to abstract the technical details of accessing and exploring curated crime forum data for users, specifically to empower people from non-technical backgrounds.

PostCOG is a web application currently accessible to users of curated crime forum data. Its development is in its second iteration. The first prototype was built on NodeJS, ExpressJS and PostgreSQL. Based on user testing results (see §V), this technology stack was extended by ReactJS and Elasticsearch in the second iteration to improve performance and the presentation of data filters. The following considerations were taken into account when designing the system:

- **Performance**: One key consideration is the ability to return query results to users in close to real-time.
- **Learning curve reduction**: PostCOG aims to reduce the time and effort required to become familiar with a dataset, to allow user to instead focus on their research questions.
- **Usability**: The application is straightforward to use and is accessible, as assessed through user testing.
- **Functionality**: Users should be able to filter search results by forum and subforum, date, and NLP tags, and to export results as a CSV file for analysis by other applications (as further detailed in §IV-C).

A. Data pipeline

Figure 1 shows the main components of PostCOG and the interaction between PostCOG and the underlying database. Raw forum data, stored in a PostgreSQL database, is exported to a JSON file. The database can be regularly updated through scraping and have additional labels added by our NLP classifiers. The data are imported into an Elasticsearch cluster using the Logstash data processing pipeline. The presentation of data is handled by the Reactivesearch library that provides UI components to build data driven applications.
B. Index design

A core aspect of POSTCOG is its data backend, which is implemented using Elasticsearch to allow efficient querying of forum data. In the original data source, forum discussions are stored in a relational database, with post, member, thread and forum information being separated into their dedicated tables [50]. For the purposes of POSTCOG, an index was designed that contains all of this information. Thus, the export statement responsible for exporting data from the original data source contains data that is the result of joining multiple tables together to ensure the availability of forum, bulletin board, post and NLP label details. The original tables are mapped to a single index and within each document in the index, the properties map to the columns of the original database tables.

C. Functionality

The primary function of POSTCOG is to allow users to explore posts within a curated crime forum. Common usage scenarios indicate the most basic form of exploration involves extracting posts discussing a topic of interest.

1) PostCOG dashboard: Users are required to log in with credentials supplied after signing a data licensing agreement with the Cambridge Cybercrime Centre. The POSTCOG landing page then provides users a high-level overview of CRIMEBB. A dashboard presents descriptive information about the number of posts, number of users, and specifics of forums within the active dataset. This aims to help researchers writing the methods sections of their papers, in which they normally set out a high-level summary of their data sources.

2) Keyword search: When a researcher might want to explore IoT hacking over some time period, their first step might be to identify keywords to extract posts containing relevant discussions. POSTCOG’s search functionality supports keyword search by simply typing the search terms. POSTCOG then displays relevant posts in its results view, along with the titles of the discussion threads, the creation date, forum and bulletin board information and associated NLP labels. Users can search for keywords in both post contents and thread titles. Figure 2 shows the result of a keyword search for the term ‘mirai’, and is part of a discussion titled ‘[FREE] World’s Largest Net: Mirai Botnet, Client, Echo Loader, CNC source code release.’ on HACK FORUMS within the ‘Botnets, IRC Bots, and Zombies’ bulletin board. This post announced the release of the source code of Mirai, an Internet of Things botnet subsequently used for many denial-of-service attacks.

3) Thread view: Posts are contained in threads, although some threads consist of a single post. Researchers often benefit from being able to view posts as part of a larger context.

4) Data filters: Posts can be categorised based on accompanying metadata including the creation time, forum, and bulletin board. Users can constrain search results based on these attributes. For example, users might be interested in a specific bulletin board from one forum, rather than searching all of the 34 forums in CRIMEBB. Additionally, users might want to focus on a specific date range, such as the period immediately following a high profile event.

5) NLP labels: POSTCOG allows modular inclusion of NLP classifiers. Users can filter HACK FORUMS posts using classifiers built by Caines et al. [10] which annotate the nature and intent of a post, and a crime type classifier built by Atondo Siu et al. [61]. NLP labels are currently available for HACK FORUMS only, although we are evaluating whether the classifiers generalise to other forums. The first classifier categorises posts based on their ‘type’ (whether it is a comment, a tutorial, etc.) and their ‘intent’ (whether it was a neutral post, or features aggressive language). The crime type classifier tags posts discussing unauthorised access to systems, bots and malware, currency exchange, denial of service attacks, identity theft, spam, trading credentials, and VPN and hosting services. Posts not overtly discussing illicit activities are tagged ‘not criminal’. POSTCOG integrates these labels so users can select specific categories. The example in Figure 2 has been labelled as a comment. It has also been mislabelled as aggressive. As detailed below, users can flag mislabelled posts to improve the performance of our classifiers. As the NLP label functionality is modular, we can integrate additional classifiers.

6) Offline analysis and data export: Depending on the type of analysis, users might wish to export the filtered search results for analysis with a specialised tool, so export to a CSV file is supported.

7) Feedback and reporting: Due to inherent characteristics of ML models and domain complexity, not all NLP labels will reflect the true nature of posts. To improve the models, annotations and user experience, POSTCOG allows users to report incorrect labels. They can also flag posts containing hate speech or hateful content: to help users, we provide the United Nations’ hate speech definition [69]. Annotation of posts – whether author intent, crime type or hate speech – is a non-trivial task. ML models need constant human feedback for training, just as with spam filters.

8) Information source: POSTCOG also integrates information about the underlying data. Intended for more advanced users, this includes information about the database schema, how users can set it up locally if they wish to, and information about underground forums.
D. Example analysis workflow revisited

We return to the example of extracting eWhoring tutorials introduced in §III-B to highlight the differences between the original approach and the PostCog route. The steps of extracting the relevant data using PostCog are as follows:

- Enter keyword ‘[TUT]’ and ‘guide’ in the ‘Search for keyword in thread titles’ search bar. Users can also utilise the NLP label filters by selecting the ‘Tutorial’ option in the ‘Post type’ filter. This displays posts classified as providing tutorials, rather than asking questions.

The eWhoring tutorials will be displayed, and can be downloaded to a CSV file for further work. For the example provided, the data would be imported into NVivo for qualitative crime script analysis.

V. Prototype Evaluation

The prototype was evaluated by two rounds of user testing. As no existing tools met the need that PostCog was designed to meet, we could not do a comparative analysis. Instead, for both the initial and subsequent evaluations, we used the standard usability research method ‘Thinking aloud testing’ [20]. Representative users were asked to use the system and describe their thoughts as they carried out tasks. These included specific and open-ended tasks to evaluate how well the prototype satisfies standard usability heuristics for user interface design, and as a result how usable the system is for users in different disciplines. Direct observation and dialogue with test subjects provided quick qualitative feedback on both the prototype’s positive aspects (required information is easy to find, feature is useful, etc.) and its negative ones (navigation issues, insufficient information, high cognitive load, etc.), which informed further design and development.

A. Research ethics

Approval was obtained from the department’s ethics committee for the usability studies. Participants were not offered a monetary incentive, but were offered a copy of the published research when available. The provision of the tool is also a tangible benefit for participants. Participants were also provided with the opportunity to be listed in the acknowledgement section, should they wish to receive recognition.

B. Process and participants

A total of two user testing sessions took place. The first session was aimed at assessing the usability of the prototype. The second round tested the second iteration of the prototype with improvements and changes based on feedback from the first session. Due to the pandemic, the usability tests were conducted online using Zoom. Participants accessed PostCog using a browser on their own computer through a screen-sharing session. The calls were not recorded, but the researcher took detailed notes. Participants spent around one hour with the researcher during each test.

In total, four users participated in both rounds of user testing. All those that were invited to participate in the evaluation agreed to take part. The participants were recruited from among the active users of the CrimeBB dataset, based on their research background and representativeness of PostCog’s user base; the evaluation involved users from both social science and computer science.

The test subjects possessed varying levels of technical skill and experience with forum analysis. One had prior analysis experience with the specific dataset and with various data extraction and analysis tools, such as SQL and Python. The other three users had experience in applying qualitative methods to data extracted from CrimeBB.

C. First evaluation

The first evaluation focuses on assessing whether and how the prototype fulfils its high level goals. This subsection provides a description of our research questions and associated tasks users were asked to perform using the prototype.

1) What are users’ perceptions of the prototype?: The task associated with this question was an open-ended one to assess whether users find PostCog intuitive, which allowed us to...
gather useful feedback about various facets of the web application including the information architecture and navigation, user interface elements, the presentation of search results and data filters, and the performance aspects of querying large datasets. Users were asked to explore PostCog including its main page that contains a dashboard for a quick overview of the data, its data explorer, and its ‘about’ page that describes the dataset and NLP labels in greater detail.

→ Result: All users agreed that the dashboard on the main page was a useful feature that provides an overview of the dataset and that overall the information presented on this page is structured clearly. However the users pointed out that the ‘about’ page lacked clear navigation and would require content changes. One of the users also struggled to create filters to select forums and bulletin boards, and pointed out that examples of how to use the data explorer would be useful. We realised that the filters were not presented in an intuitive manner and that suggested substantial changes were required. All users noted the filters representing NLP labels were not clearly presented, and more information was required to introduce them. Finally, while the prototype aimed to provide a minimal working version of PostCog, the tests highlighted the need for scalability of the data explorer. This led us to seek out technologies that support near real-time large scale data analysis for our second iteration.

2) Can users explore forum posts and filter for posts with ease?: The users were asked to carry out tasks that reflect real-world use to discover if the filters were intuitive, to assess how effectively they could perform specific exploration tasks such as searching for a particular keyword on a specific forum in the defined date range. For example, “Select a sample of posts from Hack Forums. How many posts are returned? Order the posts in descending date order. What date is the first post from? What board is this post associated with?” or “Search for posts that contain the term ‘malware’. How many posts are returned? Name some threads these posts are associated with.” The presentation of NLP labels was evaluated through tasks such as “Identify the main ‘post type’ categories, and summarise in your own words what they mean”. Complementing the opened UI exploration task, this part of the evaluation identified issues with specific UI elements.

→ Result: All users reported the date picker was cumbersome to use, and example queries and explanations of filters should be incorporated in the form of additional UI elements. Users also suggested useful additional functionality for data exploration, such as a query builder feature, which can be incorporated in subsequent phases of the development.

3) Can users reconstruct conversation threads with ease?: Such tasks included “View the full thread of posts for the first post returned from Task n. Order the posts in the thread by timestamp. Identify the first message in the thread. What is the time difference between the first post and the next?”

→ Result: All users reported that being able to see full conversation threads rather than just the individual posts was a highly beneficial feature, as analysis is supported by access to contextual information.

4) Can users save posts as CSV files for further analysis?: To test this, users were asked to download selected posts to a CSV file, open it, and examine the contents including the header, to ensure information related to posts is presented in such a way as to enable further analysis.

→ Result: All users said that this feature was helpful and did not report any issues with invoking it.

5) Can users easily provide feedback on identifying posts that contain hate speech or that have been labelled incorrectly?: “Select a sample of posts that are tagged as ‘Tutorials’. How many posts are returned? Read a few posts. Are there any posts where you disagree with the label, i.e. they are incorrectly tagged as ‘Tutorial’? If so, flag the post.”

→ Result: This exercise highlighted another area where the prototype needed major revisions. The users could not locate relevant filters easily and found that the information presented to them was not sufficient to make a decision about labels.

6) Can users easily access the dashboard, which provides an overview of the data in the currently active dataset? As part of this, can they find information related to the scale of the data, and relevant metrics such as forum size?: The users were asked to perform tasks such as “Identify English language forums”, “Which forum has the highest number of posts?”, “Observe how the number of posts over time has changed”.

→ Result: While all users successfully completed their tasks, they suggested improvements. These involved providing more information on forums, for example whether they are dark web or surface web forums, or turning the names of forums into hyperlinks pointing to more detailed explanations.

D. Second evaluation

Overall, results from the first round suggest that while users found the prototype useful, it required major improvement. The prototype was duly revised and a second prototype was built. In the second round of user testing we turned to specific underground forum analysis scenarios found in the literature to explore whether users can perform these analysis tasks with ease with PostCog. In particular, users were asked to repeat the analysis workflow introduced in Section III-B to assess whether PostCog indeed reduces the steep learning curve in a qualitative analysis task. Users were asked to extract eWhoring tutorials from the Hack Forums dataset’s ‘E-Whoring’ bulletin board.

→ Result: The second prototype was tested with the same users, all of whom completed the practical task and successfully extracted eWhoring tutorials from Hack Forums. They used right filters effectively and reported that the interface was intuitive. The exercise emphasised the need for advanced search functionality and the ability to search for multiple keywords. Users also wanted to combine multiple keywords using logical operators. Further requirements that emerged and that have now been implemented include:

- Navigation: we added a dedicated page to present information related to the NLP classifiers in PostCog.
- UI elements: we fixed date picker usability issues, a missing contact form, and missing information on UI
VI. RELATED WORK

We outline related work regarding underground forums in §II. To the best of our knowledge, POSTC O G is the first tool designed to enable researchers understand the cybercrime ecosystem. We were unable to find similar tools designed to enable research at scale into forum communities more generally. The CrimeBB dataset has many unique properties in the way it is structured and the nature of its content, and we used our domain expertise and knowledge of researcher interests to develop a bespoke user interface to a search engine built from open-source components.

There is a body of work relating to the usability of search engines [16], including for young users [23] and blind users [9]. We searched more specifically for similar tools designed and evaluated for research communities. We only found tools designed for medical research, such as NLP tools for extracting information from clinical notes [28], [67], [66] and electronic health records [33]. Large biomedical projects sometimes offer bespoke search engines for domain-specific literature [42], [36], [56] as well as data output from bioinformatics research and text mining [11], [6], [39].

NLP methods have been used extensively to help end users access relevant information more quickly online: indeed, research into information retrieval underpins, and predicates search engines such as Google, Bing and Yahoo. Many other types of website include search facilities, from online retailers to streaming services to social networks, and there are search engines serving particular domains. We are not aware of existing search engines for cybercrime forum data or for underground forum data more generally, and therefore believe that POSTC O G is the first of its kind.

VII. DISCUSSION

Analysing discussions and users on underground forums provides valuable insights into cybercrime, underground economies, and the social networks and communities formed on these forums. Such analysis is inherently interdisciplinary, and requires better ways for researchers from non-technical backgrounds to undertake research based on their domain knowledge of the area but without having to acquire deep knowledge of complex data-science tools.

Our first usability studies demonstrated challenges with our initial POSTC O G prototype, leading to a much improved product. As ever with web development, we will continue to work on new features, along with new requirements identified by future user testing and feedback. We will continue to incorporate new data, and new annotation methods based on classifiers relating to new and existing data. Readers may access our existing curated forum data using the current version of POSTC O G by completing a data licensing agreement. POSTC O G is still in its early stages. We will continue to develop and evaluate it with more participants, as well as expanding it to index content in EXTREMEBB – a newly established dataset covering extremist forums [71]. The continued collection of both cybercrime and extremist forum data requires constant maintenance to defeat anti-scraping countermeasures implemented by administrators [68]. Besides forums, we also plan to expand POSTC O G to work with other cybercrime and extremist material including Telegram and Discord channels, which we also collect, and to anonymous underground markets too.

We anticipate a flagging system for incorrect labels will help improve our classifiers’ performance. We aim to adapt the NLP classifiers to other languages and forums, including those used by violent online political extremists. In the long term, we also plan to support more analysis methods such as extracting random samples satisfying particular constraints, and interactive interfaces for social network analysis, as well as indicators of economic activity. POSTC O G’s modular design supports further evolution, while the use of Elasticsearch helps ensure it is scalable as our datasets expand. Our long-term aim is to develop POSTC O G into a research engine for all kinds of online wickedness.

As cybercrime is adversarial, forum users may try to impede our efforts. There are already poisoning attacks against NLP models for which we need to implement defences; these include sanitising data to minimise the likelihood that users can use text-encoding attacks to disrupt our ML models [8].

VIII. CONCLUSION

To develop better tools for underground forum analysis, we surveyed relevant research then studied steps involved in the analysis, data volume, and tools used for each step. From this we developed a web application, POSTC O G, which functions as a search engine for underground forums. It provides users an intuitive way to explore, filter and export forum posts that have been scraped and curated for offline analysis. We evaluated POSTC O G with the help of users from an interdisciplinary cybercrime research group, enabling us to extend and improve it. Its use with the CrimeBB dataset is subject to a license available at zero cost to bona fide academic researchers.
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